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Abstract

The problem of multi-speaker localization is formulated as a multi-class multi-label
classification problem, which is solved using a convolutional neural network (CNN)
based source localization method. Utilizing the common assumption of disjoint
speaker activities, we propose a novel method to train the CNN using synthesized
noise signals. The proposed localization method is evaluated for two speakers and
compared to a well-known steered response power method.

1 Introduction

In microphone array processing, the source location is an important parameter, which is generally
unavailable and needs to be estimated. The location of the source with respect to the array is often
given in terms of the direction-of-arrival (DOA) of the sound wave originating from the source
position. Over the years, many array processing based methods have been proposed for the task of
DOA estimation [1, 2, 3, 4]. Most of these methods however suffer from degradation in performance
in reverberant and noisy conditions [5].

Supervised learning methods, being data-driven, provide a distinct advantage for this task, namely
they can be adapted to different acoustic conditions via training. If training data from varying
acoustic conditions are available, then these methods can also be made robust against adverse acoustic
conditions. Recently, several supervised learning methods have been proposed for the task of sound
source localization [6, 7, 8]. In [9], the current authors presented a convolutional neural network
(CNN) [10, 11] based supervised learning method for the task of single speaker localization. The
CNN was trained with synthesized noise signals, which enabled the creation of large amount of
training data in a much more convenient manner than using real-world signals. However, for the
case of multi-speaker localization, since the STFT phase components of individual signals are not
additive for multiple simultaneously active speakers, the extension of the idea of training the CNN
with synthesized noise signals is not straightforward.

To be able to train a CNN for multi-speaker localization using synthesized noise signals, we propose
to use the assumption that speakers are not simultaneously active per time-frequency. This assumption
is know as W-disjoint orthogonality, has been shown to hold approximately for speech signals [12],
and is commonly used in speech separation.

Following a brief introduction to the complete system, we describe the procedure for creating the
training data with synthesized noise signals for multi-speaker localization. In addition, we also
provide preliminary results from simulated experiments.
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