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Abstract—A nonrelational, distributed computing, data ware-
house, and analytics environment (Energy-CRADLE) was devel-
oped for the analysis of field and laboratory data from multiple het-
erogeneous photovoltaic (PV) test sites. This data informatics and
analytics infrastructure was designed to process diverse formats of
PV performance data and climatic telemetry time-series data col-
lected from a PV outdoor test network, i.e., the Solar Durability and
Lifetime Extension global SunFarm network, as well as point-in-
time laboratory spectral and image measurements of PV material
samples. Using Hadoop/HBase for the distributed data warehouse,
Energy-CRADLE does not have a predefined data table schema,
which enables ingestion of data in diverse and changing formats.
For easy data ingestion and data retrieval, Energy-CRADLE
utilizes Hadoop streaming to enable Python MapReduce and
provides a graphical user interface, i.e., py-CRADLE. By devel-
oping the Hadoop distributed computing platform and the HBase
NoSQL database schema for solar energy, Energy-CRADLE
exemplifies an integrated, scalable, secure, and user-friendly data
informatics and analytics system for PV researchers. An example
of Energy-CRADLE enabled scalable, data-driven, analytics is
presented, where machine learning is used for anomaly detection
across 2.2 million real-world current-voltage (I–V) curves of PV
modules in three distinct Köppen–Geiger climatic zones.

Index Terms—Data science, degradation science, Hadoop,
HBase, informatics, photovoltaics (PVs).

I. INTRODUCTION AND BACKGROUND

MOST utility-scaled photovoltaic (PV) systems are in-
strumented with meteorological and irradiance sen-

sors to monitor the system performance and weather condi-
tions according to PV system monitoring guidelines [1], [2].
These information-rich, temporally continuous or semicontin-
uous datasets are often complemented by high-resolution so-
lar data and other climate data from nearby regional weather
stations measurements, and TMY3 data in the National So-
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lar Radiation Database [3]. In addition, irradiance data can be
retrieved from geographic information system (GIS) satellite
images; an example is the commercial datasets from Solar-
GIS [4]. PV system monitoring has proven useful over many
years, and more specific methods for PV energy data analysis
are needed to improve the performance of new installations and
improve the management of existing power plants [5]. Recent
durability studies of PV materials show that a more scalable data
warehouse and analytics infrastructure is enabling vast new in-
sights [6]–[8], and the new approach to degradation science
of power systems raises the demand for large-volume high-
temporal-resolution real-world data [6].

At the Solar Durability and Lifetime Extension (SDLE) Re-
search Center, a “Global SunFarm Network” (GSFN) was es-
tablished with 16 outdoor test facilities in six countries [9].
As shown in Table I, these sites are heterogeneous in terms
of plant topologies and hardware. In order to process, store,
and analyze about 120 GB of time-series data that accumulate
from the GSFN each year and integrate them with laboratory-
based data, we need a data informatics infrastructure that
is dedicated to solar energy research. Existing solar energy
databases are based conventionally on relational database man-
agement systems (RDBMS), for example, several databases sup-
ported by the National Renewable Energy Laboratory (NREL)
in the Open PV Project [10], and PV Data Acquisition
project [11], as well as the International Energy Agency’s Pho-
tovoltaic Power Systems Program performance database [12].
The initial data infrastructure design of the SDLE GSFN
originates from NREL’s proposed regional test center (RTC)
data warehouse proposal [13], which uses a typical RDBMS
MySQL database.

Several drawbacks of the initial design influenced the perfor-
mance and efficiency of the system. First, MySQL databases
require a static database schema, which limits the scalability
of the database structure and increases the preprocessing over-
head of ingestion. Moreover, the proposed RTC schema required
having individual tables for each data type, which is costly to
construct and to maintain. As GSFN expanded to more test fa-
cilities and commercial PV power plants, the poor scalability
of the RDBMS data model and accumulation of a large number
of tables would be an obstacle in the near future. Furthermore,
sequential data processing would be delayed resulting in longer
database write times, due to the atomicity, consistency, isolation,
and durability properties of RDBMS databases [14].
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