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a b s t r a c t 

Intrusion detection has become essential to network security because of the increasing connectivity be- 

tween computers. Several intrusion detection systems have been developed to protect networks using 

different statistical methods and machine learning techniques. This study aims to design a model that 

deals with real intrusion detection problems in data analysis and classify network data into normal and 

abnormal behaviors. This study proposes a multi-level hybrid intrusion detection model that uses sup- 

port vector machine and extreme learning machine to improve the efficiency of detecting known and 

unknown attacks. A modified K-means algorithm is also proposed to build a high-quality training dataset 

that contributes significantly to improving the performance of classifiers. The modified K-means is used 

to build new small training datasets representing the entire original training dataset, significantly reduce 

the training time of classifiers, and improve the performance of intrusion detection system. The popular 

KDD Cup 1999 dataset is used to evaluate the proposed model. Compared with other methods based on 

the same dataset, the proposed model shows high efficiency in attack detection, and its accuracy (95.75%) 

is the best performance thus far. 

© 2016 Elsevier Ltd. All rights reserved. 

1. Introduction 

Dependence on convenient security systems to protect comput- 

ers and networks against intrusions is a crucial issue in computer 

science because of the significant development of network-based 

computer services. Intrusion detection system (IDS) is one of the 

systems used to monitor and analyze the events in a computer 

or network to identify any deviation from normal behavior. IDSs 

can be categorized in several ways, but the most common are 

misuse-based and anomaly-based categories ( Lee, Stolfo, & Mok, 

1999 ). Misuse-based IDS can efficiently detect known attacks, such 

as Snort ( Roesch, 1999 ). This type of IDS has a low false alarm rate, 

but it fails to identify new attacks that do not embody any rules 

in the database. Anomaly-based IDS builds a model of normal be- 

havior and then distinguishes any significant deviations from this 

model as intrusions. This type of IDS can detect new or unknown 

attacks but features a high false alarm rate. 

To reduce the false alarm rate of anomaly-based IDS, many ma- 

chine learning techniques, including support vector machine (SVM) 

( Feng, Zhang, Hu, & Huang, 2014; Horng et al., 2011; Kuang, Xu, 
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& Zhang, 2014 ) and extreme learning machine (ELM) ( Cheng, Tay, 

& Huang, 2012; Singh, Kumar, & Singla, 2015 ), have been applied, 

along with models combining several techniques ( Hasan, Nasser, 

Pal, & Ahmad, 2013; Panda, Abraham, & Patra, 2012 ). Each model 

offers specific strengths and weaknesses, with overall generic de- 

tection rates steadily increasing. 

SVMs exhibit good detection performance with IDSs in terms 

of classifying the flow of a network into normal or abnormal be- 

haviors. Horng et al. (2011 ) proposed an IDS based on a combi- 

nation of BIRCH hierarchical clustering and SVM technique. Their 

proposed method achieved a good accuracy of up to 95.72% with a 

false alarm rate of 0.7%. Feng et al. (2014 ) introduced an approach 

combining SVM with self-organized ant colony network. This ap- 

proach exhibited a good detection rate of up to 94.86% and a false 

positive rate of 6.01%. Kuang et al. (2014 ) proposed an IDS based 

on a combination of the SVM model with kernel principal compo- 

nent analysis (KPCA) and genetic algorithm (GA). KPCA was used 

to reduce the dimensions of feature vectors, whereas GA was em- 

ployed to optimize the SVM parameters. The average detection rate 

was 95.26%, whereas the average false alarm rate was 1.03%. 

ELMs exhibit performance comparable with that of SVMs in 

terms of classifying instances of IDS. Cheng et al. (2012 ) applied 

a kernel-based ELM for multi-class classification of IDS. Their re- 

sults showed the ELM exhibited high data classification accuracy, 
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